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ABSTRACT
Detailed measurements, line identiÐcations, and modeling calculations of the Fe XVII L-shell emission

spectrum between 9.8 and 17.5 are presented. The measurements were carried out on an electron beamA�
ion trap under precisely controlled conditions where electron-impact excitation followed by radiative cas-
cades is the dominant line formation process. In addition to the strong transitions emanating from the
n \ 3 shell, we identify and accurately determine wavelengths for transitions from higher shells up to
n \ 11, including two electric quadrupole transitions that have not been previously identiÐed. Various
theoretical values, including new distorted wave calculations, are compared to our measurements, which
establish deÐnitive values for testing spectral modeling predictions. We Ðnd a value of 3.04 ^ 0.12 for the
ratio of the intensity of the resonance and of the 2pÈ3d intercombination line situated at2pÈ3d1P1 3D115.01 and 15.26 respectively. This value is higher than the values observed in solar spectra, whichA� ,
supports claims that the solar value is a†ected by resonant scattering. However, because our value is
signiÐcantly lower than calculated values, the amount of scattering has probably been overestimated in
past analyses. Comparisons of the measured intensity ratios of the transitions originating in levels of
higher principal quantum number n with present distorted wave calculations show good agreement up to
n \ 6. The combined Ñux of all 2pÈnd transitions with n º 5 and all 2sÈnp transitions with n \ 4 and 5
relative to the Ñux of the 15.01 resonance line has been measured to beA� 0.13~0.03`0.04 .
Subject headings : atomic data È atomic processes È line : identiÐcation È Sun: X-rays, gamma rays È

X-rays : general

1. INTRODUCTION

Fe XVII is the dominant Fe ion over a broad temperature
range in coronal equilibrium & Raymond(Arnaud 1992 ;

& RothenÑug whose intense X-ray emissionArnaud 1985)
has been observed in a wide range of astrophysical sources.
In particular, L-shell emission from Fe XVII, which falls
between 9.8 and 17.5 has been observed in supernovaA� ,
remnants et al. solar active regions et(Winkler 1981), (Blake
al. & Jones1965 ; Freeman 1970 ; Parkinson 1975 ;

Pye, & Evans et al.Hutcheon, 1976 ; McKenzie 1980 ;
et al. et al. stellar coronaePhillips 1982 ; Waljeski 1994),
& Canizares and X-ray binaries(Vedder 1983), (Kahn,

Seward & Chlebowski Because of the abundance of1984).
sources, Fe XVII L-shell emission has been extensively
studied in order to fully exploit its diagnostic potential. In
the case of the Sun, comparisons of Fe XVII L-shell emission
with theoretical modeling calculations have suggested its
utility as a diagnostic of density Saba, & Strong(Schmelz,

et al. et al. temperature1992 ; Waljeski 1994 ; Phillips 1996),
& Smith ion abundance et al.(Raymond 1986), (Waljeski

and the dimensions of active regions of the Sun1994),
et al. et al. Also, the Ñux of(Phillips 1996 ; Waljeski 1994).

the iron L-complex has been used to estimate the iron
abundance in low-temperature regions of elliptical galaxies

et al. et al.(Arimoto 1997 ; Hwang 1997).
The utility of Fe XVII lines as plasma diagnostics depends

critically on the accuracy of atomic models used to interpret
the spectra. Unfortunately, the models that have been avail-
able to date do not always agree on the predicted intensities

1 Also at 206 Allision Lab, Auburn University Physics Department,
Auburn University, AL 36849.

of the most prominent transitions, e.g., 2p53d3@2 1P1 ] 2p6
2p5 2p5 and1S0, 3d5@2 3D1] 2p6 1S0, 3s1@2 1P1] 2p6 1S0,2p5 which lie at 15.01, 15.26, 16.78,3s1@2 3P1] 2p6 1S0,and 17.05 respectively et al. &A� , (Cornille 1994 ; Bhatia

Doschek & Jung &1992 ; Hagelstein 1987 ; Loulergue
Nussbaumer In particular, in the case of the lines1975).
connecting the upper levels 2p5 and3d3@2 1P1 2p53d5@2 3D1to the 2p6 ground state (hereafter j15.01 and j15.26,1S0respectively), the predicted intensity ratio, I(j15.01)/
I(j15.26), varies from 2.7 to 4.5 et al.(Cornille 1994 ;

et al. & Doschek &Waljeski 1994 ; Bhatia 1992 ; Loulergue
Nussbaumer Moreover, there are large discrepancies1975).
between the calculated intensities and those observed in the
Sun, which range from 1.60 to 2.7 et al.(Waljeski 1994 ;

et al. et al.McKenzie 1980 ; Hutcheon 1976 ; Parkinson
et al. The discrepancy has been attrib-1975 ; Blake 1965).

uted to resonant scattering et al. et(Waljeski 1994 ; Schmelz
al. & McKenzie In the absence of a1992 ; Rugge 1985).
laboratory conÐrmation of any one of the theoretical values
for these line intensities, the validity of the inferred astro-
physical conditions remains doubtful.

The n \ 3 ] n \ 2 lines, which dominate the L-shell
emission spectrum of Fe XVII, have received the most atten-
tion in both laboratory and solar measurements. First iden-
tiÐed in vacuum spark plasmas L-shell(Tyre� n 1938),
emission from iron has been observed in exploding wires

et al. laser-produced plasmas(Burkhalter 1978), (Boiko,
Faenov, & Pikuz and tokamaks Goeler et al.1978), (von

In these laboratory sources, most excitation pro-1982).
cesses, such as dielectronic recombination, charge exchange,
inner shell ionization, high-density collisional depopulation
and mixing, and electron-impact excitation, take place
simultaneously. The interpretation of these laboratory
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spectra, as for solar spectra, thus depend on the proper
modeling of the charge balance and the correct mix of line
formation processes, and in many cases a true test of the
fundamental atomic physics entering the spectral modeling
calculation is precluded.

Fe XVII emission from levels with n º 4 is weaker than
that from n \ 3 and has received less attention. Lines from
levels up to n \ 6 have been identiÐed in solar observations

et al. while lines from levels up to n \ 7 have(Phillips 1982),
been identiÐed in laboratory observations et al.(Boiko

Because the high-n lines are relatively weak, they may1978).
easily ““ disappear ÏÏ in blends with lines of the higher charge
states of iron that are situated in the wavelength region
from 10 to 13 Reliable identiÐcation, wavelength assign-A� .
ments, and intensity information related to the high-n tran-
sitions of Fe XVII are needed to interpret the spectra and to
account for all of the Ñux contained in this region as well as
to provide important tests of calculational capabilities.

Here, we present measurements of the emission lines in
Fe XVII of the type n ] 2 with 3¹ n ¹ 11. These measure-
ments represent a complete set of Fe XVII emission in a
low-density plasma at electron energies above threshold,
i.e., these lines contain all of the signiÐcant Ñux from Fe XVII

emitted in the soft X-ray region due to direct impact excita-
tion and radiative cascades and provide both accurate line
positions and intensities. The measurements were per-
formed under well-controlled laboratory conditions using
the Electron Beam Ion Trap (EBIT) located at the Law-
rence Livermore National Laboratory. This source employs
a monoenergetic electron beam to produce a single charge
state and to select the excitation process of interest. The
present measurements were made at beam energies at which
the only excitation process is electron-impact excitation fol-
lowed by subsequent radiative cascades. Because the elec-
tron density of this source is low cm~3),(n

e
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high-density collisional or opacity related e†ects can be
neglected, unlike most other laboratory sources. The mea-
surements thus allowed us not only to identify lines that
have not been identiÐed before, including two electric quad-
rupole transitions, and to determine their wavelengths with
high accuracy but also to determine the relative intensities
of many of the lines. These line identiÐcations and relative
line intensities can be used to test modeling calculations and
the underlying atomic physics on which the models are
based. This will provide important validation for the use of
the iron L-shell emission features to diagnose physical con-
ditions in astrophysical plasmas using high-resolution
spectra that will be collected with upcoming missions, such
as the X-ray Multi-Mirror mission and the Advanced X-ray
Astrophysics Facility.

2. EXPERIMENTAL SETUP

The present measurement was conducted on the EBIT
facility located at the Lawrence Livermore National Labor-
atory. EBIT, which was speciÐcally designed for the cre-
ation and study of highly charged ions et al.(Levine 1988),
consists of an electron beam, an electrostatic trapping
region in which ion-electron interactions take place, a col-
lector in which the beam is collected after interaction, and a
metal vacuum vapor arc (MeVVA) used for injection of the
target ions. The MeVVA produces singly or doubly ionized
ions that are injected into the trap and further ionized to the
desired charge state collisionally by the electron beam. The
trap is emptied and Ðlled with new ions every second to

prevent any appreciable accumulation of background ions
from other sources, such as tungsten from the electron gun
Ðlament. The source has already provided detailed tests of
K-shell atomic data et al. et(Chantrenne 1992 ; Beiersdorfer
al. Beiersdorfer, & Kahn et1992 ; Wargelin, 1993 ; Decaux
al. et al. Detailed tests of L-shell1995 ; Decaux 1997).
spectra have now been made possible by the development of
suitable spectrometers & Wargelin(Beiersdorfer 1994),
which demonstrated the possibility of measuring the Fe XVII

spectrum from an EBIT source. This spectroscopic capabil-
ity was recently used to test the predictions of the Fe XXIV

line emission from di†erent astrophysical spectral modeling
codes et al.(Savin 1996).

The spectrometer used in this experiment is a Ñat crystal
spectrometer described by & WargelinBeiersdorfer (1994)
and further in et al. Di†erent crystalsBeiersdorfer (1997).
were employed in the measurements, either cesium acid
phthalate (CsAP), thallium acid phthalate (TlAP), pot-
assium acid phthalate (KAP), or rubidium acid phthalate
(RAP) crystals with 2d spacing of 25.68, 25.76, 26.58, and
26.12 respectively The region of the elec-A� , (Burek 1976).
tron beam in which the interaction between the ions and the
beam occurs is about 2 cm long and 60 km wide et(Levine
al. therefore, the beam acts as a line source for the1989) ;
spectrometer and no slit assembly is required. Because the
region being observed is in the soft X-ray range, the spectro-
meter must operate in vacuum to avoid absorption of the
X-rays by air. To separate the vacuum in EBIT (D10~10
torr) from the spectrometer (D10~5 torr), a polyimide foil
that is 1 km thick and 25 mm in diameter is placed between
the spectrometer and EBIT.

The detector used in this experiment is a single-wire, one-
dimensional proportional counter with a 0.8 ] 8.0 cm2
window & Kopp The window is covered(Borkowski 1968).
with a 4 km polypropylene foil coated with a few hundred
angstroms of aluminum. There is a continuous Ñow of P-10
gas (10% methane and 90% argon) through the detector at
a constant pressure of about 1 atm. The polypropylene foil
in conjunction with the 1 km polyimide foil separating the
spectrometer from EBIT allows greater than 5% transmis-
sion of X-rays whose wavelength is less than 19 A� (Markert

which are detected with near 100% quantum effi-1991),
ciency & Wargelin The resolving power(Beiersdorfer 1994).
of the spectrometer in this experiment is limited by the
crystals and is j/*jD 500È700 in Ðrst order and j/
*jD 1300È1500 in second order.

3. SPECTRAL MEASUREMENTS AND LINE IDENTIFICATION

The angle that the crystal makes with the incident radi-
ation from EBIT determines the wavelength that is reÑected
according to BraggÏs law:

nj \ 2d sin h , (1)

where n is the order of the reÑection, j is the wavelength
reÑected, d is the crystal lattice spacing, and h is the Bragg
angle. The wavelength interval observable at a given setting
of the spectrometer is between 1 and 2 To cover theA� .
wavelength range from 9.8 to 17.5 a total of 12 mutuallyA� ,
overlapping spectra were recorded. Each spectrum was
taken at a beam energy of either 1230^ 30 or 1150 ^ 30 eV
and at a beam current of 40 ^ 5 mA, which corresponds to
an electron density of D1012 cm~3. The ionization poten-
tial of Fe XVI is 490 eV and that of Fe XVII is 1262 eV

so, setting the beam to an energy of either(Cowan 1981) ;
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FIG. 1.ÈOverview of the nine mutually overlapping spectra of the L-shell emission of Fe XVII : (a) 14.25È17.6 (b) 9.8È14.33A� , A�

1230 or 1150 eV produces Fe XVII ions almost exclusively.
The integration time for a single spectrum varied from 30
minutes to 6 hr depending on the count rate in the lines
being observed.

An overview of the spectral range studied in this experi-
ment is shown in This spectrum is a concatenationFigure 1.
of the nine spectra acquired in Ðrst-order Bragg reÑection at
di†erent overlapping crystal settings. The connections of
the separate spectra take place at 10.27, 10.59, 11.58, 12.63,
13.77, 15.09, 15.89, and 16.68 Spectra below 11.58 wereA� . A�
taken with a TlAP crystal, while the spectra above 11.58 A�
were taken with a CsAP crystal. The relative efficiency of
the spectrometer and the di†erent crystals, as discussed
below, were taken into account in producing the spectra
shown in and It should be noted that the scale inFigure 1 2.

is about 1/10 that ofFigure 1b Figure 1a.
Because the resolving power diminishes as the wave-

length decreases, a second set of measurements was made
covering the low-wavelength region from 9.8 to 10.8 A� ,
which contains the high-n L-shell transitions up to the ion-
ization limit. These measurements were performed in
second-order Bragg reÑection, providing higher resolving
power. The resulting spectrum is shown in whichFigure 2,
is a concatenation of three crystal settings connected at
10.17 and 10.42 The second-order spectra were takenA� .
with the TlAP crystal. The spectrometer response is also
folded into the second-order spectrum. This spectrum is
normalized to the Ðrst-order spectrum by matching the

counts in the line labeled 7D taken both in Ðrst and second
order.

A listing of the observed transitions is given in Table 1.
The Fe XVII transitions were identiÐed by comparison with
previous measurements (Parkinson 1973, 1975 ; Hutcheon
et al. et al. et al.1976 ; McKenzie 1980 ; Phillips 1982 ;

& Landecker et al. and byMcKenzie 1982 ; McKenzie 1985)
comparing the observation with our the calculated inten-
sities and wavelengths. We identify lines of the type 2p5nd3@2(labeled nC) up to n \ 10, and1P1] 2p6 1S0 2p5nd5@2up to n \ 11 ; however, lines of the type3D1] 2p6 1S0np ] 2s (labeled nA and nB) are identiÐed only up to n \ 5.
For n º 6, the energy levels for this type of transition lie
above the ionization energy for the neon-like ion. As a
result, the nA and nB transitions for n º 6 preferentially
autoionize and are not observed. The labeling scheme used
here follows that of with the exception ofParkinson (1973)
M2, which Parkinson labels 3H, and the electric quadrupo-
le lines E2L and E2S, which Parkinson does not identify.

The electric quadrupole lines observed here are the Ðrst
to be identiÐed in the Fe XVII L-shell spectrum. Following
the earlier notation, the lines at 16.350 and 13.153 areA�
labeled E2S and E2L in There are two other E2Figure 1.
lines that have been seen in spectral measurements of higher
Z neon-like ions et al. et al.(Dietrich 1985 ; Beiersdorfer

et al. These had been labeled E2M1986 ; Beiersdorfer 1988).
(““ middle ÏÏ) and E2U (““ upper ÏÏ). In Fe XVII, our calculations
predict the wavelength of the E2M line as 16.257 and itsA�
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FIG. 2.ÈHigher n ] 2 emission taken in second order. This is a concatenation of three spectra connected at 10.17 and 10.42 The unmarked lines areA� .
Fe XVIII emission, emission from residual calibration gases, or contaminants indigenous to EBIT.

intensity to be about two-thirds the size of E2L; the wave-
length of E2U is predicted to be 16.004 with an intensityA�
of about the same size as E2L. Neither of these lines are
identiÐed in our spectrum. E2U is not identiÐed owing to a
coincidence with the O VIII Lyb transition and possibly an
Fe XVIII transition, which are situated at 16.006 and 16.009

respectively. E2M is not identiÐed because it is too weakA� ,
relative to the background level.

Several lines are seen in Figures and that are not1 2
marked or identiÐed in There are three sources forTable 1.
these lines : background ions indigenous to the trap region
at EBIT, lines produced by residual gases left over from
calibration spectra, and contributions from Fe XVIII line
emission. Fe XVIII is present even though the nominal beam
energy is at a value below the ionization potential of Fe XVII

because of the Ðnite spread in the energy distribution of the
beam electrons. This distribution is Gaussian with a width
of about 30È50 eV et al. et al.(Levine 1989 ; Beiersdorfer

Assuming a 30 eV width, less than 1% of the beam1992).
electrons in an 1150 eV beam have an energy that lies above
the ionization energy for Fe XVII eV;(Eion \ 1262 Cowan

and may create Fe XVIII ions, while approximately 8%1981)
of the beam lies above the ionization potential for a 1230 eV
beam with a 30 eV width. Although only a small fraction of
Fe XVIII is produced (we estimate 4% for the 1150 eV beam
and 10% for the 1230 eV beam), it is possible to excite and
observe the strongest Fe XVIII lines in the spectrum. These
then have an intensity comparable to the weakest Fe XVII

lines observed. For example, the strongest Fe XVIII line at
14.18 is comparable in intensity to most high-n transitionA�
Fe XVII lines as well as line 3B. The production of Fe XVIII

ions can be prevented by selecting a lower beam energy.
Unfortunately, it was necessary to raise the beam energy in
the lower wavelength region in order to ensure the excita-
tion of the Fe XVII high-n transitions, which have excitation
energies very close to the ionization limit. Fe XVIII emission
is easily identiÐed by comparing spectra taken at beam
energies well above and well below the ionization potential
for Fe XVII. The Fe XVIII lines in the Ðrst-order spectrum

identiÐed this way are at 16.09, 15.63, 14.18, and(Fig. 1)
11.50 Similarly, lines from Fe XVIII at 10.53, 10.44, 10.36,A� .
and 10.05 are seen in the second-order spectrum inA� Figure

By contrast, no signiÐcant amount of Fe XVI is present2.
under these measurement conditions.

Gases used for calibration (see have a tendency to° 4)

remain in the trap region for long periods of time and con-
tribute some residual line features to our spectra. These
include the O VIII Lyb at 16.006 and the Ne IX z (1s2sA�

line at 13.705 We were not able to identify3S1] 1s2 1S0) A� .
the line at 11.76 in the Ðrst-order spectrum and at 10.46A� A�
in the second-order spectrum. It is possible that these corre-
spond to transitions in an intermediate charge state of
barium, lanthanum, or tungsten, contaminants that are
emitted by the electron gun. As mentioned earlier (see ° 2),
their presence was minimized by frequently Ðlling and
dumping the trap. We have no other indications that any of
these elements were present in the trap.

4. WAVELENGTH DETERMINATIONS

Each crystal setting was calibrated separately using well-
known lines of helium- or hydrogen-like ions of Ñuorine,
neon, or oxygen. shows a concatenation of theFigure 3
calibration spectra used for the Ðrst-order measurement.
The lines observed in the calibration spectra include the
2p ] 1s, 3p ] 1s, 4p ] 1s, and 5p ] 1s lines labeled Lya,
Lyb, Lyc, and Lyd, respectively, in hydrogenic O VIII, F IX,
and Ne X, and the 1s2p 1s2p1P1] 1s2 1S0, 3P1] 1s2 1S0,and 1s2s resonance, intercombination, and3S0] 1s2 1S0,forbidden lines in helium-like F VIII and Ne IX, labeled w, y,
and z, respectively, as well as the 1s3p 1s4p3P1] 1s2 1S0,1s5p and 1s6p3P1] 1s2 1S0, 3P1] 1s2 1S0, 3P1] 1s2 1S0,lines in helium-like F VIII and Ne IX, labeled Kb, Kc, Kd,
and Kv, respectively. No normalization of the line inten-
sities observed in the individual spectra was attempted, so
that some of the line ratios shown are inconsistent with
ratios known from other measurements. For example, the
Kc line in Ne IX is much weaker than normal compared to
other K-series line emission because it fell on the edge of the
crystal in this particular measurement.

In order to calibrate a given spectral region, the central
channel number of each calibration line is found by Ðtting a
Gaussian function to the line proÐle. This procedure is
repeated for all of the calibration lines that fall into a partic-
ular wavelength region observed at a given crystal setting.
The wavelengths of the helium-like and hydrogenic lines
have been calculated with high accuracy, i.e., with an accu-
racy that exceeds the uncertainty limits of our measurement
of the Fe XVII lines & Mack(Garcia 1965 ; Drake 1988 ;

& Safranova therefore, a correspondingVainstein 1985) ;
Bragg angle can be found via BraggÏs law Once the(eq. [1]).
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FIG. 3.ÈCalibration lines. The spectrum shown is a composite of several spectra taken under di†erent conditions. The lines are used for wavelength
calibration only.

Bragg angle of each calibration line is found, a linear regres-
sion from Bragg angle to channel number is conducted. The
equation for the line that Ðts channel number to Bragg
angle is then placed into BraggÏs Law, giving the following
form:

nj \ 2d sin (mN
c
] b) , (2)

where m and b are the slope and the y-intercept given by the
linear regression of the calibration data, and is theN

ccentral channel number of a given line.
The second-order spectra were calibrated with the use of

the Ne IX Kv, Km, and Kg and Ne X Lyb transitions, as well
as with some Fe XVII lines observed in Ðrst order. Relying
on Fe XVII lines was necessary because only one or two
hydrogenic or helium-like calibration lines are present in
each spectrum due to the reduced wavelength interval. In
particular, the lines in the Ðrst region of second order were
calibrated with the lines Kv, Km, and Kg of helium-like
Ne IX. The second region was calibrated with the Ne X Lyb
and the Ðrst-order measurement of 7C. The third region was
calibrated with the Ne X Lyb, the Ðrst-order measurement
of 10C, and the second-order measurement of 9D.

A summary of the measured wavelengths of Fe XVII lines
is given in The uncertainty in the last digit is givenTable 1.
in parentheses after each wavelength. It was determined by
the uncertainty in the Ðt of the centroid of the calibration
lines, the uncertainty in the wavelength dispersion, and the
uncertainty in the centroid of a given iron line. The posi-
tions of several of the high-n transitions are labeled in

but are not given wavelength assignments inFigure 2 Table
For example, the nC and nD transitions for n \ 12, 13,1.

and 14 in the second-order spectrum are not given wave-
length assignments because they are unresolved or are too
weak to be identiÐed with any certainty. Line 11C is not
shown in because it blends with 14D.Table 1

For comparison, we also include in solar mea-Table 1
surements, other laboratory measurements, and theoretical
wavelengths for the same transitions. Approximately half of
the lines identiÐed in EBIT and solar measurements agree
within the respective wavelength uncertainty. Solar mea-
surements presented by et al. consistentlyPhillips (1982)
assign wavelengths that are below our measurements, while
solar measurements by et al. are generallyMcKenzie (1980)

higher. A comparison with measurements obtained from a
high-density vacuum spark device by et al.Boiko (1978)
shows that the wavelengths of 50% of lines we both identify
do not agree, although it should be noted that the discrep-
ancies are neither consistently higher nor lower. The assign-
ments from the vacuum spark data have inherently lower
accuracy than our measurements due to blending with
emission from other charge states of iron, dielectronic satel-
lites, and ions of other elements.

The seventh column of contains wavelengthsTable 1
tabulated by Gronenschild, & van den OordMewe, (1985)
for use in the spectral Ðtting code MEKA. These are tabu-
lated from compilations of measured values such as those
given in & Cowan Of the 17 transitionsDoschek (1984).
tabulated by et al. only six agree within ourMewe (1985),
error bars. It should be further noted that we identify a total
of 28 transitions, while Mewe et al. (1985) only incorporate
17. One transition that Mewe et al. (1985) include, which is
not included in our identiÐcation, is 4F (2p54s1@2 1P1] 2p6

It is not included in our wavelength identiÐcation1S0).because it is too weak to be identiÐed in our measurements
and is thus not an important feature of the Fe XVII L-shell
spectrum under our experimental conditions.

The MEKA code has recently been updated using new
Fe XVII atomic data generated with HULLAC (Hebrew
University/Lawrence Livermore Atomic Code) atomic
physics package (see Osterheld, & GoldsteinLiedahl, 1995).
In the last column of are the wavelengths calculatedTable 1
by HULLAC. HULLAC is used to calculate line positions
according to the relativistic multiconÐgurational para-
metric potential method By comparing the(Klapisch 1971).
values calculated by HULLAC to those measured at EBIT,
clear and systematic di†erences are found. The measured
wavelengths of all transitions of the type nl ] 2p are signiÐ-
cantly shorter than the calculated values, while those tran-
sitions of the type nl ] 2s are signiÐcantly longer than the
calculated values. For the values presented here, the di†er-
ences are between ]10 and ]20 for transitions thatmA�
terminate in a or vacancy and approximately2p1@2 2p3@2[30 for transitions that terminate in a vacancy.mA� 2s1@2This systematic behavior has been observed and docu-
mented in measurements of other neon-like ions by Beiers-
dorfer et al. The present measurement(1986, 1988).
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demonstrates that systematic shifts also a†ect lines calcu-
lated in the Fe XVII ion.

5. LINE INTENSITIES

In order to make a reliable comparison of the intensities
of the various Fe XVII lines, we need to account for the
spectral response function of the spectrometer and normal-
ize the spectra obtained from di†erent crystal settings to
each other. The response curve of the spectrometer, which
includes both the foil and the crystal response, was calcu-
lated as a function of wavelength. The dominant source of
absorption is caused by the polyimide and the poly-
propylene foils whose foil transmission varies smoothly
from 55% at 10 to 5% at 18 The variation in theA� A� .
crystal response for CsAP and TlAP was predicted by
G. Ho� lzer, O. Wehrhan, and E. Fo� rster (1997, private
communication). It varies by a factor of about 3 for TlAP
and 1.5 for CsAP. By comparison, the response of the detec-
tor itself was nearly constant.

We calibrated the response function of the spectrometer
using an X-ray tube. Employing either an aluminum or a
copper target, bremsstrahlung X-radiation was created to
illuminate the spectrometer for crystal settings from a Bragg
angle of 18¡È45¡. The measured response agree with those
of the calculations within the accuracy of the measurement
(about 12%). The response adjustment is estimated to be
accurate to within a few percent for lines that are less than
0.3 apart and approximately 8% over the entire wave-A�
length range.

Knowing the spectrometer response curve for each
crystal, the 12 spectra measured were normalized in the
following way to produce the spectra shown in Figures 1
and Each spectrum above 11.58 was normalized to2. A�
j15.01 by matching the integrated intensity of the overlap-
ping regions in adjoining spectra. After this normalization,
the spectrometer response curve employing the CsAP
crystal was folded into the spectra. The region taken with
TlAP was normalized to 5D, i.e., the transition 2p55d5@2after which the response for the TlAP was3D1] 2p6 1S0,
folded into the spectrum. Once both TlAP and the CsAP
spectra had been separately normalized and their respective
response curves had been accounted for, they were joined
by matching the integrated intensity of overlapping regions
taken with both TlAP and CsAP crystals.

The CsAP and TlAP crystals have M- and N-shell
absorption edges, respectively, in the spectral range of inter-
est. These lie at 14.65 and 17.22 for TlAP and at 16.75 andA�
17.07 for CsAP Gullikson, & Davis NearA� (Henke, 1993).
such edges, the crystal response is no longer a slowly
varying function of wavelength and is thus not as well
deÐned. For the particular measurement of the relative
intensities of the j15.01 and j15.26 lines, we avoided these
absorption edges by employing RAP and KAP crystals.
These crystals have no absorption edges in this wavelength
region et al. and no special consideration for(Henke 1993),
absorption features needed to be made. The response used
for evaluating the relative intensities of the lines j15.01 and
j15.26 is based on integrated crystal reÑectivities derived
from Henke et al. (1993) and our own foil transmission
calculation. The response adjustment reduces the ratio by
approximately 10% and is the same for both crystals.

The response curve of the spectrometer not only depends
on the energy of the incident radiation but also on the
polarization of the radiation. This is a result of the fact that

crystals act as polarimeters and thus reÑect the two com-
ponents of linearly polarized radiation di†erently (Burek

et al. Lines generated at EBIT are1976 ; Beiersdorfer 1996).
linearly polarized because of the directionality of the elec-
tron beam, and this e†ect must be accounted for when con-
sidering line intensities (Beiersdorfer et al. 1996). No such
considerations were taken into account in Figures and1 2.
However, at the beam energies used in this experiment,
transitions of the type the nd ] 2p are populated predomi-
nantly by direct electron-impact excitation and have vir-
tually the same amount of polarization, P\ ]0.40 (K.
Reed 1997, private communication). Thus, polarization-
dependent e†ects cancel when taking intensity ratios involv-
ing these transitions. In contrast, ratios involving ns ] 2p or
np ] 2s transitions are produced in large part by radiative
cascades et al. & Nussbaumer(Smith 1985 ; Loulergue

and therefore, the value of the polarization of each of1973),
these transitions cannot be calculated by considering only
the excitation cross sections of magnetic sublevels from the
ground level but must include detailed radiative processes
from all feeder levels, which is beyond the present analysis.
In the following, we therefore concentrate only on ratios
involving the nC and nD transitions.

5.1. T he and L ine Intensitiesnd5@2 ] 2p6 nd3@2] 2p6
Plots of the intensity ratios of nD to 5D, nC to 5C, and

nC to nD are shown in Figures and respectively. The4, 5, 6,
uncertainty limits plotted for each ratio in Figures and4 5
reÑect the uncertainty in the spectrometer response curve,
the normalization of adjoining spectra, and the statistical
uncertainty from the counts in each line. on theFigure 6,
other hand, gives ratios of transitions taken from the same
spectrum, removing the uncertainty due to the normal-
ization from spectrum to spectrum as well as reducing the
uncertainty caused by the crystal response. It should also be
noted, with regard to that the value of the ratio ofFigure 6,
j15.01 to j15.26 represents the average value measured with
RAP and KAP crystals. Any uncertainty due to blending of
Fe XVII with lines of Fe XVIII is ruled out by comparing
spectra taken at beam energies above threshold for Fe XVII

and thus identifying any Fe XVIII lines that may contami-
nate the Fe XVII spectrum (see Of the Fe XVIII lines seen° 3).

FIG. 4.ÈMeasured intensity ratios of the transitions 2p5nd5@2(labeled nD) to (labeled 5D) com-3D1] 2p6 1S0 2p55d5@2 3D1] 2p6 1S0pared to gf-values and ratios calculated with HULLAC.
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FIG. 5.ÈMeasured intensity ratios of the transitions 2p5nd3@2(labeled nC) to (labeled 5C) to gf-1P1] 2p6 1S0 2p55d3@2 1P1] 2p6 1S0values and ratios calculated with HULLAC.

in the Fe XVII spectrum, none are coincident with the nC or
nD transitions. Similarly, background contributions can be
ruled out by taking spectra in the same wavelength region
while no iron is injected into the trap. No coincident back-
ground lines were observed.

Ratios of Fe XVII nC and nD line emission that have been
left out of these plots involve unresolved lines and(Fig. 1 2).
It should be noted that although 10C is shown in Figure 2
as blending with 12D, it is still included in Figures and5 6.
To permit this, we estimated the intensity of 12D by
extrapolating its value from and then appropri-Figure 4
ately subtracting its e†ect from the intensity ratios involving
10C, i.e., 10C/5C and 10C/10D. The extrapolation shows
that 12D is weak compared to 10C so that this correction is
relatively minor. In fact, in the upper limit ofFigure 5,
10C/5C is given by the noncorrected value of 10C/5C, i.e.,
the value with the 12D contamination. Similarly, in Figure

FIG. 6.ÈMeasured intensity ratios of the transitions 2p5nd3@2to (i.e., to gf-values and1P1] 2p6 1S0 2p5nd5@2 3D1] 2p6 1S0 I
nC

/I
nD

)
ratios calculated with HULLAC.

the upper limit for the error bar on 10C/10D is shown as6,
the value of 10C/10D with the 12D contamination.

In Figures and we compare our measured intensity4, 5, 6,
ratios to those predicted by HULLAC and gf-values.
HULLAC calculates distorted wave cross sections using the
quasi-relativistic distorted wave method on a grid of elec-
tron energies rather than at single electron energies (Bar-

et al. while the gf-values are calculated usingShalom 1988),
a multiconÐgurational Dirac Fock code based on pure tran-
sition rates. By comparing the relative intensity of tran-
sitions nD to 5D where 3¹ n ¹ 11, we show in Figure 4
that both theoretical sets of ratios overestimate the ratios
for high n and underestimate the ratios for low n, although
HULLAC displays better agreement with n \ 3. Similarly,
in we show the relative intensities of the nC to 5CFigure 5
transitions. For n \ 4, 5, and 6, there is excellent agreement
with the HULLAC model and good agreement with the
gf-values. Again, we Ðnd that both sets of calculated values
decrease more slowly with n than the measured values.

For reasons stated earlier, measured ratios of the type
I(nC)/I(nD), plotted in are the most reliable. BothFigure 6,
HULLAC and the gf-values seem to follow the data very
closely, with the exception of n \ 8, where both the mea-
sured values and HULLAC show a large dip. This dip is
caused by conÐguration interaction between states with
nearly degenerate energy levels. In particular, the upper
levels of lines 8C and 9D are nearly degenerate and there-
fore interact strongly. The e†ect of such degeneracies on
intensity ratios has been observed before from similar tran-
sitions in Mo XXXIII et al. The gf-values do not(Rice 1995).
reproduce the dip because the calculations only include
conÐguration interaction between levels of the same prin-
cipal quantum number (n \ 8 in this case). The presence of
this dip in both the measurement and in HULLAC demon-
strates the necessity of including conÐguration interaction
among levels of di†erent principal quantum number in
theoretical models in order to provide accurate modeling of
spectra. We point out that the total amount of Ñux con-
tained in all of the transitions nC and nD where n º 5 and
nA and nB transitions with n º 4 relative to the line j15.01
is This is a signiÐcant fraction of the Fe XVII0.13~0.03`0.04 .
L-shell emission, and it is missing from thermal emission
codes & Brickhouse It must be included in(Liedahl 1998).
spectral emission models in order to accurately predict
emission in the 9.8È11.2 region ; if not included, theA�
Fe XVII Ñux will be substantially underestimated in this
wavelength range.

5.2. Intensity Ratio of the j15.01 and j15.26 L ines
A substantial di†erence has been noted between the cal-

culated value for the intensity ratio of the lines j15.01 and
j15.26 and those measured in solar spectra. A deÐnitive
comparison between calculation and solar values, however,
is impossible because of the large scatter among the theo-
retical results. This is illustrated in which lists theTable 2,
ratios of collision strengths, rate coefficients, and cross sec-
tions from calculations and intensity ratios from solar mea-
surements. In order to make a deÐnitive comparison as well
as to correctly identify physical processes that may occur in
the Sun, this ratio has been measured at EBIT. The results
for di†erent energies are given inTable 2.

Although our measurements were made with a mono-
energetic electron beam, while the theoretical data consist
of cross sections & Jung collision(Hagelstein 1987),
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TABLE 2

LINE RATIOS OF THE INTENSITY OF THE TRANSITION 3C TO 3D

Source Electron Energy Ratio [I(j15.01)/I(j15.26)]

Theorya :
Mann 1983 . . . . . . . . . . . . . . . . . . . . 1030 eV 2.92
Bely & Bely 1967 . . . . . . . . . . . . . 826 eV 3.11
Smith et al. 1985 . . . . . . . . . . . . . . 862 eV (temperature) 3.29
HULLAC . . . . . . . . . . . . . . . . . . . . . . 1265 eV 3.40
Zhang et al. 1987 . . . . . . . . . . . . . 980 eV 3.78
Waljeski et al. 1994 . . . . . . . . . . . 216 eV (temperature) 3.80
Hagelstein & Jung 1987 . . . . . . 1100 eV 3.92
Mohan et al. 1997 . . . . . . . . . . . . 1245 eV 3.99
Bhatia & Doschek 1992 . . . . . . 1245 eV 4.28
Cornille et al. 1994 . . . . . . . . . . . 1156 eV 4.57
Bhatia et al. 1985 . . . . . . . . . . . . . 952 eV 4.74

Solarb :
Blake et al. 1965 . . . . . . . . . . . . . . NonÑaring active region 1.60 ^ 0.32
Waljeski et al. 1994 . . . . . . . . . . . NonÑaring active region 1.87 ^ 0.21
Parkinson 1975 . . . . . . . . . . . . . . . NonÑaring active region 2.05 ^ 0.1
Hutcheon et al. 1976 . . . . . . . . . Flaring active region 2.59 ^ 0.1
McKenzie et al. 1980 . . . . . . . . . Flaring active region 2.75 ^ 0.7

EBITc :
RAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1150 ^ 30 eV 2.93 ^ 0.16
KAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1150 ^ 30 eV 3.15 ^ 0.17

850 ^ 30 eV 2.77 ^ 0.19
1300 ^ 30 eV 3.00 ^ 0.20

NOTE.ÈResults are compared with calculated values and measured values from the Sun.
a Theoretical ratios of unitless collision strengths with the exception of et al.()

ij
) Waljeski

who report an emissivity ; et al. who report a rate coefficient ; and1994, Smith 1985, Hagelstein
& Jung and HULLAC, who both give cross sections.1987

b Measured solar values from either a Ñaring or a nonÑaring active region.
c EBIT values at various beam energies employing either KAP or RAP crystal.

strengths & Bely Feldman,(Bely 1967 ; Mann 1983 ; Bhatia,
& Seely et al. & Doschek1985 ; Zhang 1987 ; Bhatia 1992 ;

Sharma, & Eissnar and excitation rate coeffi-Mohan, 1997),
cients et al. they are all equivalent when con-(Smith 1985),
sidering the intensity ratio of j15.01 and j15.26, and it is
valid to compare all values with each other. Moreover, it is
also valid to compare our measurements to those measured
from the Sun, although those results are from a plasma with
a presumably Maxwellian electron distribution. The valid-
ity of these comparisons is shown in the following.

The measured values from EBIT are ratios of photon Ñux
corrected by the response function of the spectrometer. In
the low-density or coronal limit as produced at EBIT,
where collisional deexcitation of upper levels is unimpor-
tant, the measured value is given by

I
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\ g(j

ji
)b

ji
vp

ij
É n

e
nFeXVII , (3)

where j and i denote the initial (upper) and Ðnal (lower) level
of the transition, is the response function of theg(j
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)

spectrometer as a function of wavelength, is the branch-b
ji

ing ratio, v is the electron velocity, is the e†ective totalp
ijcross section for electron-impact excitation, is the elec-n

etron density, and is the density of Fe XVII ions. ThenFeXVIImeasured ratios are, therefore, the ratio of the measured
intensities after the response function has been(eq. [3])
divided out. In the case in which both transitions share the
same lower level, the ratio is given by
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the ratio of the total cross section times the relative branch-
ing ratio HULLAC predicts the relativeB
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\ (b

ji
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).

branching ratio between j15.01 and j15.26 to be 1.002,
which we put to unity, so the quoted ratio in givenTable 3
by is
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p
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, (5)

the ratio of the total cross sections.

TABLE 3

VALUES OF VARIOUS PHYSICAL PARAMETERS INFERRED FROM THE RATIO (R)
OF Ij15.01/Ij15.26 FOR THE OPTICALLY THIN CASE MEASURED AT EBIT

AND COMPARED TO CALCULATIONS BY ET AL.WALJESKI 1994

Parameter EBIT Waljeski et al. 1994

Ropt.thin . . . . . . . . . . . . . . . . . . . . . . . 3.04^ 0.12 3.80
q(RSolar \ 1.90^ 0.21)a . . . . . . 2.5~0.9`0.6 4.24~1.0`1.3
/ n

e
dl . . . . . . . . . . . . . . . . . . . . . . . . . 6.2~2.2`1.5 ] 1019 cm~2 1.05] 1020 cm~2

n
e

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3.7~0.7`2.0 ] 109 cm~3 2.2~0.4`0.8 ] 109 cm~3
dl . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.7~0.7`0.4 ] 1010 cm 4.7~1.8`0.9 ] 1010 cm

is the value for the intensity ratio of j15.01/j15.26 mea-a RSolar \ 1.90^ 0.21
sured at the Sun et al.(Waljeski 1994).
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The ratios from the theoretical calculations in areTable 2
the collision strength the total cross section and()

ij
), (p

ij
),

the rate coefficients The collision strength is deÐned by(c
ij
).

)
ij
\
C2m

+2
D

É ug
i
p
ij

, (6)

where u is the kinetic energy of the impact electron, is theg
istatistical weight of the ground level, is the total crossp

ijsection for the excitation of an electron from the level i to
level j, m is the mass of the electron, and + is PlanckÏs
constant divided by 2n. Given that in the case ofg

i
\ 1

interest and that the electron impact energy is the same, the
ratios of collision strengths are equal to ratios of the total
cross sections.

The rate coefficient may be expressed in terms of the
Maxwellian averaged collision strengths by

c
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\ 8.0] 10~8)
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eff(T )
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A
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B

cm3 s~1 , (7)

where kT is in electron volts, *E is the transition energy,
and is the e†ective collision strength given by)

ij
eff(T )
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eff(T )\

P
0

=
)

ij

A e
kT
B

exp
A[e
kT
B
d
A e
kT
B

, (8)

where v is the electron impact energy relative to the tran-
sition energy *E. Therefore, taking the ratio of two rate
coefficients evaluated at the same electron temperature
leaves a ratio of the e†ective collision strengths times an
exponential factor. The ratio of the exponential factors for
the transitions corresponding to j15.01 and j15.26 is
approximately unity. In order to calculate the e†ective colli-
sion strength for a given transition, the collision strength

is calculated at several di†erent electron impact ener-()
ij
)

gies and then a function is Ðt to the calculated data. This
function is then used to evaluate the integral in equation (8).
If the collision strength is nearly constant over a wide range
of energy, then the e†ective collision strength and the colli-
sion strength are nearly equal. Most calculations show this
to be the case as is discussed below. The only rate coefficient
quoted in is that from et al. which wasTable 2 Smith (1985),
calculated at a temperature of 107 K (862 eV).

The measurements at EBIT were done at single electron
beam energies ; however, the measurements are applicable
to thermal plasmas such as the solar corona because the
intensity ratio of j15.01 and j15.26 obtained from their
respective collision strengths is nearly the same as the rela-
tive line intensities calculated for a thermal plasma. The
reason is that the dominant excitation process for both lines
is electron-impact excitation and that the ratios of collision
strengths are nearly constant over a broad band of electron
energies. For example, relative collision strengths calculated
by & Jung vary by less than 7% over aHagelstein (1987)
range of 2 keV, those calculated by & DoschekBhatia

vary by less than 5% over an energy band of 2 keV,(1992)
and those calculated by et al. vary by lessCornille (1994)
than 6% over an energy band of 10 keV. Consequently, the
di†erence between the ratio of line intensities calculated by

& Doschek and their ratio of collisionBhatia (1992)
strengths is approximately 2%, and the di†erence between
the rate coefficients and the collision strengths calculated by

& Jung is less than 2%. Considering theHagelstein (1987)
near equality between ratios of collision strengths and rate

coefficients demonstrated by these authors, monoenergetic
line ratios from EBIT can be directly compared to those in
the Sun, and the ratios observed from each source must be
nearly equal unless line formation or scattering processes
are present in the Sun that are absent in EBIT. An excep-
tion is given by the calculation of who calcu-Mann (1983),
late collision strengths that vary by 23% from 1 to 10 keV.
The results from Mann et al. are used by et al.Smith (1985)
to calculate their rate coefficients Smith et al. Ðnd a(eq. [7]).
value of 3.29 for their ratio of rate coefficients, while the
ratio of collision strengths found by Mann et al. at an
impact energy of 1030 eV is 2.92, a di†erence of 13%.

To account for the di†erences between the calculated
ratio and those measured in the Sun, several authors have
invoked resonance scattering of the Ñux in j15.01 &(Rugge
McKenzie et al. et al.1985 ; Schmelz 1992 ; Waljeski 1994).
Basing the amount of scattering on a comparison of the
solar value of I(j15.01)/I(j15.26) with the calculated value,
which assumes j15.01 is optically thin, and noting that the
solar ratio is less than the calculated ratio, several authors
have inferred physical parameters of the solar corona, such
as density et al. et al. relative(Schmelz 1992 ; Waljeski 1994),
iron abundance, and column density along the line of sight

et al. The fact that most solar ratios are(Waljeski 1994).
also signiÐcantly lower than our measurement of the ratio,
I(j15.01)/I(j15.26)\ 3.04^ 0.12, where no scattering
occurs, lends support to the possibility of resonance scat-
tering. In order to correctly infer any physical parameter in
the solar corona using this ratio a correct optically thin
value, i.e., a value at which no resonant scattering occurs, is
crucial as the following shows. Using the method described
in et al. as well as their emission measureWaljeski (1994)
(2.3] 1029 cm~5), we infer a column density of 6.2~2.2`1.5
] 1019 cm, an electron density of cm, and an3.7~0.7`2.0 ] 109
active region path length of cm from their1.7~0.7`0.4 ] 1010
solar ratio of 1.90 ^ 0.21. Compared to the values given by
Waljeski, our column density is a factor of 1.7 lower,
making our density a factor of 1.7 higher and our path
length nearly a factor of 3 less. Our path length is in much
better agreement with the path length derived from Wal-
jeskiÏs broadband image. The calculated ratio given by

et al. is 3.8, a di†erence of about 20% fromWaljeski (1994)
our value of 3.05. Hence, this 20% di†erence in the line ratio
may cause a factor of nearly 2 di†erence in density and a
factor of 3 di†erence in path length. These di†erences are
summarized in Table 3.

In addition to adopting the correct optically thin value
for this ratio, there are other factors that may contribute to
the di†erences in physical parameters inferred from this
ratio. For example, processes such as resonance excitation

et al. or contamination of(Smith 1985 ; Raymond 1988)
either line by unresolved Fe XVI lines & Smith(Raymond

may a†ect this ratio independently of scattering. Once1986)
accounted for in EBIT measurements, such processes may
eliminate the di†erences between the EBIT values and those
measured in Ñaring active regions, and therefore, resonant
scattering may not be needed to explain these solar mea-
surements. Measurements of the e†ects of resonant excita-
tion are possible with our source et al.(Beiersdorfer 1990)
but are beyond the scope of the present study.

6. CONCLUSION

We have presented laboratory measurements of the line
emission from the L-shell of Fe XVII in the 9È17.5 rangeA�



No. 2, 1998 Fe XVII X-RAY SPECTRUM 1025

under well-controlled conditions where electron-impact
excitation is the dominant excitation process. The transition
wavelengths have been measured with an uncertainty of 1È2

for the stronger lines. Several transitions that have notmA�
been observable in the past due to the existence of other
charge states of iron, ions of other elements, or low sensi-
tivity have been identiÐed here for the Ðrst time including
two electric quadrupole transitions, E2S and E2L, as well as
many transitions from n º 5. In doing so we have measured
lines more reliably than before in the laboratory, nearly
doubled the number of lines identiÐed in Fe XVII spectrum,
and found systematic o†sets in the wavelength tables pre-
sently being used to update spectral Ðtting codes.

Relative intensities of the type nd ] 2p have been present-
ed and compared to modeling calculations. It is shown that
conÐguration interaction between levels of di†erent
quantum number n must be included in the theoretical cal-
culations to accurately model the spectrum. The ratio of the
total emission from transitions of the type nd ] 2p, where
n º 5, and the type np ] 2s, with n \ 4 and 5, in the band-
width below 11.3 relative to the line j15.01 isA� 0.13~0.03`0.04 .
This accounts for all (º98%) of the total Ñux below 11.4 A�
from the iron L-shell emission from Fe XVII resulting from
direct-impact excitation followed by radiative cascades.

A value of 3.04 ^ 0.12 for the ratio of I(j15.01)/I(j15.26)
has been measured at an electron energy of 1150^ 30 eV.
This value is lower than almost all theoretical values but is
still somewhat larger than the largest value measured from
the Sun. This discrepancy indicates either that processes
other than direct-electron excitation followed by radiative
cascades play a signiÐcant role in the formation of the lines
or that resonant scattering a†ects the intensity of j15.01 in
the Sun. A study of indirect processes that may a†ect these
lines, such as satellites or resonant contributions (Raymond
& Smith et al. as well as1986 ; Smith 1985 ; Raymond 1988),

a study of the energy behavior of this ratio must be con-
sidered. Although such contributions are predicted to be
small at energies above threshold, these processes still need
to be measured under controlled laboratory conditions
both below the ionization potential for Fe XVI and above
the ionization potential for Fe XVII. This is especially impor-
tant since signiÐcant discrepancies were found with the pre-
dictions of direct excitation. Measurements of this type are
in progress.

The lines involving the transitions of the type 3s ] 2p and
3p ] 2s also show strong emission in this bandwidth. These
upper levels are populated mostly by cascades &(Raymond
Smith et al. & Nussbaumer1986 ; Smith 1985 ; Loulergue

which makes their intensities difficult to calculate1975),
accurately. Detailed measurements of the excitation pro-
cesses and of the polarization of these transitions are also in
progress in order to accurately determine their relative
intensities.

The combination of all of our measurements presented
hereÈthe wavelength identiÐcation, the intensity measure-
ment of the high-n transitions, and the measurement of the
ratio of I(j15.01)/I(j15.26)Èdemonstrate that laboratory
astrophysics experiments can be used to reliably measure
and interpret the iron L-shell emission in the 9.8È17.5 A�
band.
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